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Objectives of the project:
Combine three deep surveys of the universe to set new constraints on the
evolution scenario of galaxies and large scale structures, and the
fundamental cosmological parameters.

Example of survey: WMAP

(or Planck) for the Cos-

mic Microwave Background

(CMB) radiations = tempe-

rature variations are related

to fluctuations in the den-

sity of matter in the early

universe and thus carry out

information about the initial

conditions for the formation

of cosmic structures such as

galaxies, clusters and voids

for example.
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Some questions in cosmology

will the universe
expand for ever, or
will it collapse?

what is the shape of
the universe?

Is the expansion of
the universe
accelerating rather
than decelerating?

Is the universe
dominated by dark
matter and what is
its concentration?
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Today, talk about

Estimation of cosmological parameters using adaptive importance
sampling

A work in collaboration with

Darren WRAITH and Martin KILBINGER (CEREMADE/IAP)

Karim BENABED, François BOUCHET, Simon PRUNET (IAP)

Olivier CAPPE, Jean-François CARDOSO, Gersende FORT (LTCI)

Christian ROBERT (CEREMADE)

A work published in Phys.Rev. D. 80(2), 2009.
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Model (I)

Observational data from
the CMB Cosmic Microwave Background −→ five-year WMAP data.
the observation of weak gravitational shear −→ CFHTLS-Wide third
release.

explained by some cosmologic parameters
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Model (II)

This yields:

a likelihood of the data given the parameters: some of them
computed from publicly available codes ex. WMAP5 code for CMB data

combined with a priori knowledge: uniform prior on hypercubes.

Therefore, statistical inference consists in the exploration of the a
posteriori density of the parameters, a challenging task due to

potentially high dimensional parameter space (not really considered
here: sampling in Rd, d ∼ 10 to 15)

immensely slow computation of likelihoods,

non-linear dependence and degeneracies between parameters
introduced by physical constraints or theoretical assumptions.
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Monte Carlo algorithms

Some MC algorithms

Monte Carlo algorithms for the exploration of the a
posteriori density π

(naive) Monte Carlo methods: i.i.d. samples under π. Here, NO: π

is only known through a ”numerical box”

Importance Sampling methods: i.i.d. samples {Xk,k ≥ 0} under a
proposal distribution q and

n∑
k=1

ωk∑n
j=1 ωj

1I∆(Xk) ≈ Pπ(X ∈ ∆) with ωk =
π(Xk)
q(Xk)

Markov chain Monte Carlo methods: a Markov chain with
stationary distribution π

1
n

n∑
k=1

1I∆(Xk) ≈ Pπ(X ∈ ∆)

· · ·
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Monte Carlo algorithms

Importance sampling or MCMC?

Importance sampling or MCMC?

All of these sampling techniques, require time consuming evaluations of
the a posteriori distribution π for each new draw

Importance sampling: allow for parallel computation.

MCMC: can not be parallelized. well, say, most of them

The efficiency of these sampling techniques depend on design parameters

Importance sampling: the proposal distribution.

Hastings-Metropolis type MCMC: the proposal distribution.

↪→ towards adaptive algorithms that learn on the fly how to modify the
value of the design parameters.

Monitoring convergence

Importance sampling: criteria such as Effective Sample Size (ESS) or
the Normalized Perplexity.

MCMC: no such explicit criterion.
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Monte Carlo algorithms

Importance sampling or MCMC?

Therefore, we decided to

run an adaptive Importance Sampling algorithm: Population
Monte Carlo [Robert et al. 2005]

compare it to an adaptive MCMC algorithm: Adaptive Metropolis
algorithm [Haario et al. 1999]
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Population Monte Carlo

Population Monte Carlo (PMC) algorithm

Idea: choose the best proposal distribution among a set of
(parametric) distributions.
Criterion based on the Kullback-Leibler divergence

q? = argmaxq∈Q

∫
log q(x) π(x) dx

In order to have a / to approximate the solution of this optimization
problem

choose Q as the set of mixtures of Gaussian distributions (or
t-distributions).
solve the optimization by applying the same updates as when
iterating an Expectation-Maximimzation algorithm for fitting mixture models on
i.i.d. samples {Yk,k ≥ 0}

argmaxq∈Q
1

n

nX
k=1

log q(Yk)

except that it requires integration w.r.t. π !!
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Monte Carlo algorithms

Population Monte Carlo

Population Monte Carlo (PMC) algorithm (II)

Iterative algorithm:

initialization: choose an initial proposal distribution q(0) and draw
weighted points {(wk,Xk)}k that approximate π

Based on these samples, update the proposal distribution

q(1) = argmaxq∈Q

n∑
k=1

ωk∑n
j=1 ωj

log q(Xk)

and draw weighted points {(wk,Xk)}k that approximate π.

Repeat until · · · further adaptations do not result in significant
improvements of the KL divergence. e.g. compute the Normalized Effective Sample Size at each
iteration

ESS =
1

n

0@ nX
k=1

0@ ωkPn
j=1 ωj

1A21A−1
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Monte Carlo algorithms

Adaptive Metropolis

Adaptive Metropolis

Symmetric Random Walk Metropolis algorithm

with Gaussian proposal distribution, with ”mysterious” (but famous)
scaling matrix

N
(

0,
2.382

d
Σπ

)
where Σπ is the unknown covariance matrix of π. [Roberts et al.

1997]

”unknown”?! estimate it on the fly, from the samples of the
algorithm −→ adaptive Metropolis algorithm
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Simulations

Simulations

on

1 simulated data, from a ”banana” density

2 real data.
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Simulations

Simulated data

Simulated data

The target distribution in R10. Below marginal distribution of (x1,x2)

x1

x 2
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and (x3, · · · ,x10) are independent N (0,1).
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Simulated data
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Fig.: Iterations 1,3,5,7,9,11. 10k points per plot, except 100k in the lase one. Mixture of 9 t-distributions, with 9 degrees of freedom
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Simulations

Simulated data

Monitoring convergence: the Normalized perplexity (top panel) and the
Normalized Effective Sample size (bottom panel)

Fig.: for the first 10 iterations, over 500 simulation runs.
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Simulations

Simulated data

Comparison of adaptive MCMC and PMC:

fa(x) = x1 fb(x) = x2

� �

� �

fa fa

fbfb

PMC MCMC

Fig.: for the first 10 iterations, over 500 simulation runs.
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Simulations

Application to cosmology

Application to cosmology

Evolution of the PMC algorithm: the likelihood is from the SNIa data
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Fig.: [left] evolution of the Gaussian mixtures with 5 components. [right] samples at the last PMC iteration, from the 5 components
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Simulations

Application to cosmology

Evolution of the weights: the likelihood is WMAP5 for a flat ΛCDM model

with six parameters
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Fig.: Histogram of the normalized weihts for four iterations
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Simulations

Application to cosmology

Monitoring convergence: the likelihood is WMAP5 for a flat ΛCDM

model with six parameters

Fig.: perplexity (left) and ESS (right) as a function of the cumulative sample size

After 150k evaluations of π: ESS is about 0.7; mean acceptance rate
in MCMC about 0.25.
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Application to cosmology

Comparison of MCMC and PMC: the likelihood is from the SNIa data
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Fig.: Marginalized likelihoods (68%,95%,99.7% contours are shown) for PMC (solid blue) and MCMC (dashed green)
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Simulations

Application to cosmology

Estimates of cosmological parameters: from the WMAP5 data (left) and

from the lensing+SNIa+CMB data sets (right)

Fig.: Means and 68% confidence intervals



Estimation of cosmological parameters using adaptive importance sampling

Conclusion

Conclusion

Cosmology provides challenging problems for Bayesian inference:

large dimension of the parameter space

time consuming likelihood

Open questions:

parallelization of Monte Carlo methods

methods robust to the dimension



Estimation of cosmological parameters using adaptive importance sampling

Librairie

Public release of the Bayesian sampling algorithm for cosmology,
CosmoPMC (Martin KILBINGER and Karim BENABED)
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